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 Abstract -Many techniques have been developed for learning rules and relationships automatically from diverse data sets, to simplify the often tedious 
and error-prone process of acquiring knowledge from empirical data. Decision tree is one of  learning algorithm which posses certain advantages that 
make it suitable for discovering the classification rule for data mining applications. Normally Decision trees widely used learning method and do not 
require any prior knowledge of data distribution, works well on noisy data .It has been applied to classify Wheat disease based on the symptoms. This 
paper intended to discover classification rules for the Indian Wheat diseases using the c4.5 decision trees algorithm. Expert systems have been used in 
agriculture since the early 1980s. Several systems have been developed in different countries including the USA, Europe, and Egypt for plant-disorder 
diagnosis, management and other production aspects. This paper explores what Classification rule can do in the agricultural domain. 
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1.INTRODUCTION

Decision trees have become one of the most powerful and 

popular approaches in knowledge discovery and data 

mining, the science and technology of exploring large and 

complex bodies of data in order to discover useful patterns. 

The area is of great importance because it enables modeling 

and knowledge extraction from the abundance of data 

available. The construction of decision tree classifiers does 

not require any domain Knowledge or parameter setting, 

and therefore is appropriate for exploratory Knowledge 

discovery. The Decision tree can handle high dimensional 

agricultural data. Their representation of acquired 

knowledge. The learning and classification steps of decision 

trees induction are simple and fast.  The  transfer  of  

experts from  consultants  and  scientists  to  agriculturists, 

extends workers  and  farmers  represent  a  bottleneck for  

the  development  of  agriculture  on  the  national. The 

term Knowledge Discovery in Databases or KDD for short, 

refers to the broad process of finding knowledge in data, 

and emphasizes the "high-level" application of particular 

data mining methods.It is of interest to researchers in 

machine learning, pattern recognition, databases, statistics, 

artificial intelligence, knowledge acquisition for expert 

systems, and data visualization. The unifying goal of the 

KDD process is to extract knowledge from  data in the 

context of large databases. Many machine learning schemes 

can work with either symbolic or numeric data, or a  

combination of both, and attempt to discover relationships 

in the data that have not yet been hypothesized. Once a  
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Relationship has been discovered; further statistical 

analysis can be performed to confirm its significance. 

Sometimes, both fields work independently towards the 

same goal, as in the case of ID3 (Quinlan, 1986), a machine 

learning scheme, and CART (Breiman et al, 1984), standing 

for “classification and regression trees,” a statistical scheme. 

These methods both induce decision trees using essentially 

the same technique. Machine learning researchers also 

incorporate statistics into learning schemes directly, as in 

the case of the Bayesian classification system AUTO CLASS 

(Cheese man et al, 1988). C4.5 performs top down induction 

of   Decision trees from a set of examples which have ach 

been given a classification (Quinlan, 1992). Typically, a 

training set will be specified by the user. The root of the tree 

specifies an attribute to be selected and tested first, and the 

subordinate nodes dictate tests on further attributes. The 

leaves are marked to show the classification of the object 

they represent. An information-theoretic heuristic is used to 

determine which attribute should be tested at each node, 

and the attribute that minimizes the entropy of the decision 

is chosen. C4.5 is a well-developed piece of software that  

derives from the earlier ID3 scheme (Quinlan, 1986), which 

itself evolved through several versions  

 

2. THE ID3 ALGORITHM  
According to [9], the ID3 algorithm is a decision 

tree building algorithm which determines classification of 

objects by testing values of their properties. It builds tree in 

top down fashion, starting from set of objects and 

specification of properties. At each node of tree, the 

properties tested and the result is used to partition data 

object set. The information theoretic heuristic is used to 

produce shallower trees by deciding an order in which to 

select attributes. The first stage in applying the information 

theoretic heuristic is to calculate the proportions of positive 

and negative training cases that are currently available at a 

http://www2.cs.uregina.ca/~hamilton/courses/831/notes/machine/1_machine_learning.html
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node. In the case of the root node this is all the cases in the 

training set. A value known as the information needed for 

the node is calculated using the following formula where p  

is the proportion of positive cases and q is the proportion of 

negative cases at the node: 

 

-p log2p - q log2q 

 

The basic algorithm of ID3 

Examples S, each of which is descried by number of 

attributes along with the class attribute C, the basic pseudo 

code for the ID3 algorithm is: 

If (all examples in S belong to class C) then make leaf 

labeled C 

Else select the “most informative” attribute A 

Partition S according to A’s values (v1... vn) 

Recursively construct sub-trees T1, T2... Tn for each subset 

of S. 

ID3 uses a statistical property, called information gain 

measure, to select among the candidates attributes at each 

step while growing the tree. To define the concept of 

information gain measure, it uses a measure commonly 

used in information theory, called entropy. The entropy is 

calculated by 

 

Entropy (S) =  

 

Where S is a set, consisting of s data samples, Pi is the 

portion of S belonging to the class i. Notice that the entropy 

is 0 when all members of S belong to the same class and the 

entropy is 1 when the collection contains an equal number 

of positive and negative examples. If the collection contains 

unequal numbers of positive and negative examples, the 

entropy is between 0 and 1. In all calculations involving 

entropy, the outcome of all calculations involving entropy, 

the outcome of (0 log2 0) is defined to be 0. With the 

Information gain measure, given entropy as a measure of 

the impurity in a collection of training examples, a measure 

of effectiveness of an attribute in classifying the training 

data can be defined. This measure is called information 

gain and is the expected reduction in entropy caused by 

partitioning the examples according to this attribute. More 

precisely, the information gain is Gain(S, A) of an attribute 

A, relative to a collection of examples S. 

 

2.1.Splitting Criterion  

 

i) Information gain: 

Gain (S, A) = Entropy (S) - ∑ ( | Sv | / | S | ) Entropy ( Sv ) 

ii)  Gain Ratio: 

Gain Ratio (S, A) Ξ Gain(S, A) / Split Information (S, A)  

Split Information (S, A) Ξ - ∑ (|Si|/ |S|) log2 (|Si|/|S|) 

iii) Gini value: 

 

Gini (D) = 1 - ∑   p2 

 

           Where pj is relative frequency of class j in D 

 

2.2. Neural Network: True neural networks are biological 

systems (BRAIN) that detect patterns, make predictions 

and learn. The human brain is a very complex part of the 

human body, due mainly to the interactions and 

connectivity with other parts of our body, and the way it 

controls and defines every aspect of our being.The purpose 

of a neural network is to learn to recognize patterns in data. 

Once the neural network has been trained on samples , it 

can make predictions by detecting similar patterns in future 

data.Neural networks provide a range of powerful new 

techniques for solving problems in pattern recognition, 

data analysis, and control.  

Neural networks have emerged as advanced data 

mining tools in cases where other techniques may not 

produce satisfactory predictive models. Neural networks 

were inspired by models of biological neural networks 

since much of the motivation came from the desire to 

produce artificial systems capable of sophisticated, perhaps 

"intelligent", computations similar to  those that the human 

brain routinely performs, and thereby possibly to enhance 

our understanding of the human brain. Using three input 

variables-color, appearance and type of diseases were 

generated for calculating, training and evaluation of 

artificial neural networks. The artificial neural network was 

designed with three neurons in the input layer (color, 

appearance, type of diseases) and one neuron in the output 

layer The optimum number of neurons in the hidden layer 

was obtained by using a trial and error method. Generally, 

networks with more hidden layers, less neurons and fewer 

width networks, have a better performance compared with 

networks of less depth and more neurons in one layer, 

although training in networks of less width is more difficult 

than for less depth networks. Neural Works Professional 

11/PLUS software was used for this research work and 

analysis. To obtain stable topologies, the training process 

(Figure 3) was repeated eight times for each topology 

because the software was considered as a different set of 

initial random values for the weights and bias values 

(vectors). For network optimization, an increasing method 



International Journal of Scientific & Engineering Research Volume 2, Issue 9, September-2011                                                                                         3 
ISSN 2229-5518 

 

IJSER © 2011 

http://www.ijser.org  
 

for selecting the number of neurons and layers was used for 

network training. New neurons were added to the network 

gradually, whenever in one stage network a local minimum 

was involved. This method has better practical potential for 

finding the correct size of a network. Advantages of this 

method are: 

a. Network entanglements were increased gradually with 

increasing neuron numbers, 

b. Optimum size of network was often obtained with this 

arrangement, and Monitoring and evaluation of local 

minimums were performed during training. 

Actual algorithm for a 3-layer network (only one hidden 

layer): 

  Initialize the weights in the network (often randomly) 

  Do 

         For each example e in the training set 

              O = neural-net-output(network, e) ; forward pass 

              T = teacher output for e 

              Calculate error (T - O) at the output units 

              Compute delta_wh for all weights from hidden 

layer to output layer ; backward pass 

              Compute delta_wi for all weights from input layer 

to hidden layer ;  

              backward pass continued 

              Update the weights in the network 

     Return the network 

 
 

Figure 1.Neural Network for Wheat disease classification 

In this paper, neural networks are used in the 

automatic detection of wheat diseases. Neural network is 

chosen as a classification tool due to its well known 

technique as a successful classifier for many real 

applications. The training and validation processes are 

among the important steps in developing an accurate 

process model using NNs. The dataset for training and 

validation processes consists of two parts; the training 

feature set which are used to train the NN model; whilst a 

testing features sets are used to verify the accuracy of the 

trained NN model. Before the data can be fed to the ANN 

model, the proper network design must be set up, 

including type of the network and method of training. This 

was followed by the optimal parameter selection phase. 

However, this phase was carried out simultaneously with 

the network training phase, in which the network was 

trained using the feed-forward back propagation network. 

In the training phase, connection weights were always 

updated until they reached the defined iteration number or 

acceptable error. Hence, the capability of ANN model to 

respond accurately was assured using the Mean Square 

Error (MSE) criterion to emphasis the model validity 

between the target and the network output. 

 

 

3. DATA DOMAIN 
Wheat is a grass, originally from the Fertile 

Crescent region of the Near East, but now cultivated 

worldwide. In 2007 world production of wheat was 607 

million tons, making it the third most-produced cereal after 

maize (784 million tons) and rice (651 million tons).[2] 

Globally, wheat is the leading source of vegetable protein in 

human food, having a higher protein content than either 

maize (corn) or rice, the other major cereals. In terms of 

total production tonnages used for food, it is currently 

second to rice as the main human food crop, and ahead of 

maize, after allowing for maize's more extensive use in 

animal feeds. There are many wheat diseases, mainly 

caused by fungi, bacteria, and viruses.[59] Plant breeding to 

develop new disease-resistant varieties, and sound crop 

management practices are important for preventing 

disease. Fungicides, used to prevent the significant crop 

losses from fungal disease, can be a significant variable cost 

in wheat production. Estimates of the amount of wheat 

production lost owing to plant diseases vary between 10–

25% in Missouri.[60] A wide range of organisms infect wheat, 

of which the most important are viruses and fungi 

The main wheat-disease categories are: 

 Seed-borne diseases: these include seed-borne 

scab, seed-borne Stagonospora (previously known as 

Septoria), common bunt (stinking smut), and loose 

smut. These are managed with fungicides.  

 Leaf- and head- blight diseases: Powdery mildew, 

leaf rust, Septoria tritici leaf blotch, Stagonospora 

(Septoria) nodorum leaf and glume blotch, and 

Fusarium head scab.  
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 Crown and root rot diseases: Two of the more 

important of these are 'take-all' and Cephalosporium 

stripe. Both of these diseases are soil borne.  

 Viral diseases: Wheat spindle streak mosaic 

(yellow mosaic) and barley yellow dwarf are the two 

most common viral diseases. Control can be achieved 

by using resistant varieties.  

Table1 

 

Attribute Possible Values 

Variety VL 907, PDW 314 (d), DBW 39, 

MPO 1215 (d), MACS 6222, 

AKAW 4627 

Age Possible Value 

Part Roots,stem and 

tillers,leaves,spike,grain 

Appearance Spots,oval,fungal 

Color Light green,purple,red,yellow 

green 

Temperature Real Values 

Diseases  Barley yellow dwarf 

virus,spindle streak mosaic 

virus,barley stripe mosaic 

 

 

if appearance=spot and color =red disease =barley yellow 

dwarf 

if appearance=spot and color =yellow green<=30days 

Then disease= spindle streak mosaic virus 

 

4. DECISION TREE COMPARISONS AND 
RESULTS 
 

The decision tree classifier applied on the dataset uses 

three different splitting criteria namely 

(i) Information Gain 

(ii) Gain Ratio 

(iii) Gini Index 

 

 Each option resulted in a different decision tree.  

 

The resultant accuracy of each tree when applied to the 

testing samples also varied. The complete results are 

provided below: 

 

Table 2: Decision Tree’s splitting criteria comparison data. 
 

Splitting 

Criteria 

Number of 

Recognized 

Samples 

Percentage% 

Information 

Gain 

 

15 

 

65 

 

Gain Ratio 

 

12 

 

52 

 

Gini Value 

 

6 

 

26  

  

As the above results depict the fact that change in 

selection criteria of best attribute while constructing 

learning tree may change the performance of decision tree 

classifier. According to above shown results information 

gain has the highest performance over gain ratio and gini 

Index splitting criteria. Below is the performance chart of 

three different splitting criterions drawn against the 

number of correctly recognized test samples. 

 

5. CONCLUSION 
 The decision tree algorithm provides many 

benefits of trees over many other classifiers such as neural 

network. The most important benefits are interpretability. 

Moreover the c4.5 can effectively create comprehensive tree 

with greater predictive power and able to get a prediction 

error about 1.5% on data of test set. The enhancement in 

classification results over fitting error using pruning 

techniques and Handling the huge numbers of attribute 

values. 
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